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• To evaluate the performance of the proposed method, we use a matrix 𝑅𝐺−𝐺𝑂𝜖ℝ
1219×116

that represents relationships between genes of the amoeba Dictyostelium discoideum and 

their associated functions or processes (GO terms) which has been presented in (Žitnik and 

Blaž. 2015)."

• Each DNN has four layers with ReLU activation function. To optimize the model we train it 

using the Adam optimizer with a learning rate of 0.0001".

• In this study, we proposed a novel method for gene function prediction with deep learning.

• This method find feature representations automatically, so finds the best features and reduce

dimensions of inputs.

• This method not also have good AUC (Area Under Curve), but also have appropriate

AUPRC (Area Under Precision-Recall Curve).

• As this method models data with complex nonlinear functions, it works better than other

approaches which are based on matrix factorization.

• This method has a cold start problem that makes this method ineffective for genes with few

known associated GO terms. Solving this problem could increase the performance of this

method.

Discussion, Conclusion and Suggestions
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The prediction of gene functions is a major challenge in

biology. Around 42% of the genes have unknown function,

which is due to unsuitability of the approaches that predict

functionality of the genes. Existing databases of known

gene functions are incomplete and experiments needed to

improve these databases are costly. Conventional methods

of gene function prediction are linear methods that are not

effective in handling data of nonlinear structures. In this

study, we proposed a novel method based on using deep

neural networks (DNN). First, we find feature

representations of genes and GO terms. Then, the similarity

between feature representation vectors is measured. This

similarity is the probability of estimating the relation for a

previously-unseen pair (Gene, GO Term).
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Abstract

• To predict gene functions we need feature representations for genes and GO terms.

• Finding features are difficult, but Deep learning methods learn features automatically.

Materials and Methods

Results
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